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The outer minimization problem finds the best perturbation 0 with
data and perturbation feasibility constraints x + § € [0,1]¢ and § €
[e, —€]%. The inner maximization associates a variable ¢ = 0 with

We propose a framework of generating adversarial examples for the original attack criterion £, (x + &) < 0.

unsupervised models and demonstrate novel applications to
data augmentation. Our framework exploits a mutual .
information neural estimator as an information-theoretic EXperlmeﬂtS
similarity measure to generate adversarial examples without
supervision. We propose a new MinMax algorithm for efficient
generation of unsupervised adversarial examples. |

B UAE Improves Data Reconstruction.
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representation learning, and contrastive learning. SVHN
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The unsupervised attack formulation is as follows: e PP aman qetsn  qeewn o qerag TR TGRS AR O
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suchthat x + 6 € [0,1]% ., § € [—e. €]? and fU™"(z +6) < 0 Table 1: Comparison of data reconstruction by retraining the autoencoder on the
. UAE-augmented data. The reconstruction error is the average L, reconstruction loss
Here we use an auto-encoder CI)() for data reconstruction to of the test set. The improvement(in green/red) is with respect to the original model.
illustrate the unsupervised attack formulation. The design The attack success rate (ASR) is the fraction of augmented training data having

smaller reconstruction loss than the original loss.
B UAE Improves Representation Learning. The concrete

autoencoder proposed in Balin et al. [1] is an unsupervised
feature selection method which recognizes a subset of the
most informative features through an additional concrete select
layer with M nodes in the encoder for data reconstruction. We
apply MINE-UAE for data augmentation on a variety of datasets.

principle can naturally extend to other unsupervised tasks. The
autoencoder @ takes a data sample X as an input and outputs a
reconstructed data sample ®(x). Different from the rationale of
supervised attack, for unsupervised attack we propose to use
MINE to find the least similar perturbed data sample x + 0 with
respect to X while ensuring there construction loss of ®(x + 0)
is no greater than ®(x)(i.e., the criterion of successful attack for

data reconstructio n) Reconstruction Error (test set) Accuracy (test set) ASR
. Dataset Original MINE-UAE Original MINE-UAE | MINE-UAE

MNIST 0.01170  0.01142 (T 2.4%) | 9497% 095.41% 09.98%
INPUL X =~ e to-encoder —p AE (X) Condition Fashion MMIST | 0.01307  0.01254 (T 4.1%) | 84.92% 83.24% 99.99%

Isolet 0.01200  0.01159 (T 3.4%) | 81.98% 82.93% 100%

| Lyae= MSE e | Coil-20 0.00693 0.01374 (] 98.3%) | 98.96% 06.88% 9.21%
_ Mice Protein 0.00651  0.00611 (7 6.1%) | 89.81% 01.2% 40.24%

Lyri =M S .

- hyeineltibial < Activity 0.00337  0.00300 (1 11.0%) | 83.38%  84.45% 96.52%

[ £uae =Mean Square error Table 2: Performance evaluation of representation learning by the concrete

(MSE ) - I | Loy =MSEqg | autoencoder and the resulting classification accuracy.
B UAE Improves Contrastive Learning.
Input X + m — to-encoder - =———— AE (Xyag) : :
Table 3: Comparison of contrastive loss CIFAR-10
INpUt X ac and the resulting accuracy on CIFAR-10 Model Loss (testset) ~ Accuracy (test set) ~ ASR
. : : Original 0.29010 91.30% -
Unsupervised using SIMCLR Chen et al. [.2]' The . MINE-UAE  0.26755 (1 7.8%) 92.88% 100%
Adversarial Example attack success rate (ASR) is the fraction
(UAE) of augmented training data having smaller contrastive loss than the original loss. The

SimCLR model is ResNet-18 and the batch size is set to be 512.

Figure 1: Generation of unsupervised adversarial examples (UAEs)

Here we propose a unified MinMax algorithm for solving the CONCLUSION

B MINE-based UAEs can be used as a simple yet effective plug-in data
. o unsup augmentation tool and achieve significant performance gains in data
we will use f, to denote the attack criterion for f, . We

. . . reconstruction, representation learning, and contrastive learning.
reformulate the attack generation via MINE as the following
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