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Introduction Semi-supervised Learning of PAM Data Experimental Results
o One of the most common techniques used by marine biologists o We adapt the semi-supervised learning algorithm MixMatch [1] o Using a grid search we found well-performing values of the
to determine presence/absence of marine mammals is Passive to leverage unlabeled data and improve the performance of a MixMatch hyperparameters Ay and o to be 10 and 0.5,
Acoustic Monitoring (PAM) convolutional neural network (CNN) used to classify respectively
. PAM has lead to large quantities of data for which manual spectrograms containing minke whale vocalizations . Balanced SpecAugment masking hyperparameters were found to
analysis Is expensive and time consuming o We replace the traditional image augmentation routines used In ead to well-performing models
. A considerable proportion (=97%) of PAM data sets remain MixMatch with SpecAugment [3] . For our case we use two time masks and two frequency masks
unanalyzed by human experts |2] with maximum possible widths of roughly 10% the dimensions of
o the spectrograms
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